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Introduction 
This policy aims to provide a robust framework for the ethical and efficient use of generative AI 
technologies by pupils. The intent is to empower both learners by integrating AI into the learning 
processes whilst emphasising responsible and safe use, inclusivity, and the maintenance of high 
ethical standards.  

Pupils’ intellectual curiosity, creativity, and learning experiences should shape the need for 
generative AI in our school. They are expected to use AI-generated resources responsibly and abide 
by the ethical use guidelines outlined in this policy. They are encouraged to embrace the concept of 
originality while using generative AI (GenAI) and to report any misuse or concerns to the relevant 
authorities in the school.  

As generative AI continues to evolve and mature, so should our understanding of its potential 
benefits and challenges. We hope that King’s College will become an example of excellent, 
inspirational 'generative AI-enhanced' learning. 

Ethical Use of Generative AI 
Responsible Use by Pupils 
Generative AI technologies hold great potential for enhancing learning, but this also brings 
responsibilities. Pupils are expected to use these tools in a manner that respects our academic and 
ethical principles.  

If pupils use AI-generated content in their work they are expected to acknowledge the sources of AI-
generated content, in a similar way in which they would if they have referred to a web source or a 
journal or book. 

We expect pupils to be using these tools to support, rather than replace, their original thinking and 
creativity. 

Use by Pupil Considerations 

To formulate ideas, for example, creating essay 
structures 

Generative AI tools are generally effective in 
producing outlines as a starting point for an 
assignment. 

To provide feedback on writing Generative AI will proof-read and correct text for 
pupils, in a similar way to grammar tools. It can also 
provide feedback on style and content. Pupils should 
seek advice from their teachers on when this should 
be declared. 

As a research tool A good understanding of the tool and its limitations is 
crucial here, particularly the tendency for generative 
AI to give misinformation. 

Generating images to include in assignments. The best image-generation tools come at a cost, 
and pupils need to be aware of copyright concerns. 

Source: Generative AI – A Primer (JISC) V1.1 May 2023 
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Integrity and Avoidance of Plagiarism 
Plagiarism is a serious offence in our academic community. While generative AI technologies can 
provide beneficial insights, it is important that the work pupils produce is reflective of their own 
understanding and knowledge. Pupils must not represent AI-generated content as their own original 
work. Instead, it should serve as a tool to stimulate their ideas and enrich their assignments while 
upholding the values of honesty and integrity. Any breach of these rules will be dealt with in line with 
our behavioural policies. 

Embracing Originality 
Generative AI is an incredibly powerful tool for aiding learning but should not overshadow the 
importance of original thought. Pupils may use AI to help generate ideas and structure assignments, 
but the critical analysis, reasoning and argumentation should be demonstrably their own. If using 
generative AI, pupils should aim to enhance their original contributions, not replace them. 

Data Privacy 
The implementation of generative AI technologies necessitates the collection and processing of a 
variety of data. Our school is committed to protecting this data with robust security measures 
consistent with technological advancements. These measures include encryption, secure network 
infrastructures, controlled access permissions, and regular security audits.  

Pupils should be made aware, through PSHE sessions and tutorials, that any information ‘fed into’ 
generative AI models becomes freely available to the tool being used and is not private. This for 
example, includes messaging the friendly chatbot in Snapchat (Snapchat My AI). Pupils should not 
put any personal information or details about themselves, or their friends, school or teachers, into 
any AI tool. 
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Accessibility, Inclusivity and Personalised Learning 
With generative AI, we can create personalised learning pathways that consider each pupil's unique 
attributes, abilities, and learning preferences. There is the possibility to provide individualised 
learning materials that can adjust to the pupil's progression, thereby boosting engagement levels and 
improving academic outcomes.  

Examples of possible ways AI could be used now or in the future to support your learning: AI tutoring 
systems that personalise learning opportunities, speech recognition tools that can help English 
language learners improve pronunciation and fluency, AI-powered analytics that identify struggling 
pupils early on and can provide targeted interventions, an AI powered accessibility suite to help 
pupils with certain access to resources (from The AI Classroom. Fitzpatrick et al, 2023) 

Regular Policy Review  
This policy will not remain static; it will evolve alongside advancements in generative AI technologies 
and changes in regulatory landscapes. The member of SMT responsible for the policy, in 
collaboration with the wider school leadership team, will regularly review and update this policy to 
reflect new knowledge, learnings, and best practices in the field of generative AI in education. 

The school's commitment to continuous learning and improvement goes beyond the classroom. It 
integrates into our processes, our methodologies, and our policies. This approach will ensure that 
our school remains at the forefront of technological advancements in education, leveraging the 
significant benefits of generative AI to deliver enriched, engaging, and personalised learning 
experiences for all our pupils. 

Authorised Generative AI Tools 
Our school acknowledges the need for specific, authorised tools that align with our educational goals 
and uphold our commitment to data privacy and ethical usage. The following list details the 
generative AI tools currently approved for use within our school community. It's important to note 
that this list is subject to change as we regularly review and evaluate the suitability of these tools in 
light of advancements in generative AI technologies, amendments to data privacy regulations, and 
the evolving needs of our diverse pupil and staff body. We are committed to maintaining a dynamic 
list that best serves our educational objectives and technical requirements and supports our pupils' 
and staff's safe and responsible use of generative AI tools.  

  
Text Generation Image Generation 
Microsoft Bing Chat* (https://www.bing.com/)  
ChatGPT (https://chat.openai.com/) 
Google Bard (https://bard.google.com/) 
Anthropic Claude (https://claude.ai/chat/) 
Perplexity (https://www.perplexity.ai/) 

Midjourney (https://www.midjourney.com) 
Dall-E (https://labs.openai.com/) 
Stable Diffusion (https://stability.ai/stable-diffusion) 
Gamma (https://gamma.app/) 
Ideogram (https://ideogram.ai/) 

  
*we recommend this as we are a Microsoft school and have risk assessed this within our Microsoft offering, 
additionally it uses GPT-4 which is the most up to date AI engine and therefore better than using the free 
version of ChatGPT 

https://urlsand.esvalabs.com/?u=https%3A%2F%2Fwww.bing.com%2F&e=72ea5362&h=738eace6&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Fchat.openai.com%2F&e=72ea5362&h=6350465d&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Fbard.google.com%2F&e=72ea5362&h=f49f24c9&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Fclaude.ai%2Fchat%2F&e=72ea5362&h=23e3de6d&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Fwww.perplexity.ai%2F&e=72ea5362&h=d1607d84&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Fwww.midjourney.com&e=72ea5362&h=8ebbba04&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Flabs.openai.com%2F&e=72ea5362&h=124f8654&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Fstability.ai%2Fstable-diffusion&e=72ea5362&h=79c0c35f&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Fgamma.app%2F&e=72ea5362&h=b1f412b9&f=y&p=n
https://urlsand.esvalabs.com/?u=https%3A%2F%2Fideogram.ai%2F&e=72ea5362&h=86486aa1&f=y&p=n
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Glossary of Generative AI Terms 
Artificial Intelligence (AI): A field of computer science that focuses on creating systems capable of 
performing tasks that usually require human intelligence. These tasks include learning, reasoning, 
problem-solving, perception, and language understanding. 

Generative AI: A subset of AI that involves creating something new from existing data. This could 
range from creating a piece of text to generating an image or music. It uses a form of machine 
learning called generative modelling, which allows the AI to make decisions, not just predictions.  

Machine Learning (ML): An application of AI that provides systems with the ability to automatically 
learn and improve from experience without being explicitly programmed. It focuses on the 
development of computer programs that can access data and use it to learn for themselves. 

Deep Learning: A type of machine learning that mimics the workings of the human brain in 
processing data for use in decision-making. Deep learning is a key technology behind driverless cars, 
enabling them to recognise a stop sign or distinguish a pedestrian from a lamppost. 

Neural Networks: A set of algorithms, modelled loosely after the human brain, designed to recognise 
patterns. They interpret sensory data through a kind of machine perception, labelling or clustering of 
raw input. 

Natural Language Processing (NLP): A field of AI that gives machines the ability to read, understand 
and derive meaning from human languages. 

Chatbot: A software application used to conduct an online chat conversation via text, instead of 
providing direct contact with a live human agent. 

Text Generation: A process in which AI systems generate text that simulates human language. 

https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1146540/Generative_artificial_intelligence_in_education_.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1146540/Generative_artificial_intelligence_in_education_.pdf
https://beta.jisc.ac.uk/reports/generative-ai-a-primer
https://beta.jisc.ac.uk/reports/generative-ai-a-primer
https://nationalcentreforai.jiscinvolve.org/wp/2023/03/17/ai-writing-detectors/
https://platform.openai.com/docs/chatgpt-education/educator-considerations-for-chatgpt
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